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APPLICATIONS OF PARACONSISTENCY IN DATA AND
KNOWLEDGE BASES

ABSTRACT. The study of paraconsistent logic as a branch of mathematics and logic has
been pioneered by Newton da Costa. With the growing advent of distributed and often
inconsistent databases over the last ten years, there has been growing interest in paracon-
sistency amongst researchers in databases and knowledge bases. In this paper, we provide a
brief survey of work in paraconsistent databases and knowledge bases affected by Newton
da Costa’s important and lasting contributions to the field.

1. INTRODUCTION

This article surveys applications of paraconsistency in data and knowledge
bases. In recent years the handling of inconsistencies in knowledge bases
has become a practical problem. Knowledge bases are often built by put-
ting together information from various sources. In such a circumstance, it
is quite likely that inconsistencies may arise. In fact, with the large amount
of information available on many topics on the Internet, anyone gathering
data from different sites on the same or a similar topic is likely to find some
conflicting information.

Classical first-order logic is a very powerful tool for reasoning. How-
ever, it does not handle inconsistencies in a useful way, because every
formula (of the language under consideration) can be deduced from a
theory that contains an inconsistency. The term “paraconsistency” is often
used to refer to various approaches that have been applied to deal with
inconsistencies in a less global manner. One technique is to limit the rules
of inference: this is followed by the various calc@lj. Another method ex-
tends the truth values from False, True to a larger lattice. A third approach
stays with first-order logic but uses only (maximal) consistent subsets of
an inconsistent theory. A fourth proposal extends first-order logic with
various (typically) modal operators. We will deal primarily with the last
3 techniques because most of the work on paraconsistency in knowledge
bases uses them.

We use the language of deductive databases, where a knowledge base
consists of facts, rules, and integrity constraints. An inconsistency may be
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122 JOHN GRANT AND V. S. SUBRAHMANIAN

caused in various ways, such as contradictory facts, a contradiction caused
by some facts and additional facts derivable by rules, or by the interaction
of integrity constraints with some facts and rules. We do not deal with
database updates that can lead to inconsistencies; there is a substantial
research literature on theory change and belief revision that deals with that
issue.

Section 2 gives the notation used in this article. Section 3 considers the
extension of truth values. We discuss here annotated programs as well as
some special cases where it is not necessary to use annotated formulas. In
Section 4 we use maximal consistent subsets of the knowledge base for our
reasoning with inconsistency. The use of various operators is considered in
Section 5. We also deal with preferences between formulas in this section.
Section 6 is the summary.

2. NOTATION

In the research literature several definitions have been used for the concept
of a knowledge base. For example, some authors consider a knowledge
base to be a set of literals in a propositional language. In this paper we use
for our framework the terminology of deductive databases. We assume that
a first-order languagé exists which contains the predicate and constant
symbols needed to represent the knowledge base. Our results apply to any
such language.

A deductive database is often considered to have three components:
facts, rules, and integrity constraints. The rules are used to deduce addi-
tional facts. The integrity constraints represent semantic information about
the knowledge base. All these components of a deductive database are
expressed by means of claused.0fA clause has the form

Al,...,An<—Bl,...,Bk,

where theA; and B; may be literals (atoms or negated atoms).ofhe
Aq, ..., A, part is called théheadof the clause; theBy, ..., B, part is
called thebodyof the clause. The variables are assumed to be universally
quantified and all variables that appear in the head must appear in the body.
In the simplest case, f@atalogprogramsyp = 1, and thedq, By, ..., B;
are all atomic formulas.

For facts,k = 0; that is, facts have an empty body. For rules: 1.
For integrity constraints; = 0, that is, integrity constraints have an empty
head. An integrity constraint signifies that the conjunctiorBef. .., B,
is not allowed. The case where> 1 is allowed is called a@isjunctive
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database. If thes; may contain negation, the database is caflednal
Negation in the body is usually treated defaultnegation. A program is
stratifiedif recursion through negation is not allowed.

Knowledge bases store information and answer queries posed by users.
A query, like an integrity constraint, is expressed as a clause with an empty
head. Such a query, rewritten here<asQ(x, ..., x,), to emphasize that
its free variables araq, ..., x,, is interpreted to mean: Find all tuples
(aq, ...,a,) such thatQ(ay, ..., a,) is true in the knowledge base. In
particular, a query with no variables is a yes-no query. This brings up
the question of knowledge base semantics: what is meant by saying that
a formula is true.

The facts and rules provide syntactic information about the knowledge
base. The semantics is given by interpretations. An interpretdtioon-
sists of a domainD and predicates and constants Bninterpreting the
predicate and constant symbols bf We restrict our consideration to
Herbrand interpretations, wherf® contains exactly one constant for each
constant symbol of.. This is reasonable for knowledge bases, because all
the relevant constants are usually included in the facts. We Britéor
the Herbrand baseg(variable-free atoms) of the knowledge baReThe
truths of formulas in an interpretation are defined in the standard way. An
interpretation in which each formula of the knowledge base is true is called
a model. A model that does not include another model is catligdimal

For Datalog programs without integrity constraints the semantics is
clear because there is a unique minimal model which is the intended model.
So we can take a formula to be true if it is true in this model. Hence the true
statements of the knowledge base are the true statements of the minimal
model. This approach to semantics, dealing with models, is cd#ethr-
ative semanticsFor the purpose of computing answers to queries, two
other types of semantics are important: fixpoint semantics and procedural
semanticsFixpoint semanticspplies an operator callet, on Herbrand
interpretations; the fixpoint of this operator is then taken as the meaning
of the knowledge basd?rocedural semanticsefers to a computational
method, using resolution in some form, to obtain answers to queries. An
important aspect of the work on knowledge base semantics has centered
on finding appropriate definitions for these semantics so that they provide
identical answers to queries.

However, the clarity of the semantics is lost when disjunction or nega-
tion is allowed in the clauses, because there may not be a unique model. In
such a case the meaning of the answers to a query may be ambiguous. In
fact, researchers have proposed various alternative semantics such as the
well-founded and stratified semantics: different semantics may give differ-
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ent answers to a query. Within each approach there may be a declarative,
fixpoint, and procedural semantics. The situation is greatly complicated
in case the knowledge base is inconsistent, for in this case standard logic
provides no models at all. The paraconsistent approaches, as we will see,
work around this problem in order to obtain meaningful answers to queries
in those cases.

3. EXTENDING THE TRUTH VALUES

We consider the case where the classical two truth values are extended to
many values. First we explore the concept of annotated logic programs and
then we consider a special case, the over-determined semantics in more
detalil.

3.1. Annotated Logic Programs

Classical logic has two truth-valuetsue andfalse In some applications,
particularly in the presence of inconsistencies, it is useful to have a larger
set of truth-values. In annotated logic each literal of a clause is annotated
by a truth value. We start by fixing the set of truthvalugs,We assume
that 7 is a complete lattice under an orderiggon 7. This means that
every subsef of 7 has a least upper bound (lub)§, and a greatest lower
bound (glb),nS. Additionally, we assume the existence of a function for
negation—: 7 — 7.

In particular,t, f is such a lattice with < t. Another very useful such
lattice, FOUR, consists of T, t, f, L}, whereL < t, f < T. Intuitively,
L denotes “unknown” and” denotes “inconsistent”. This important lat-
tice will get special consideration in the next subsection. The set of reals,
[0,1], is also a complete lattice under the usgaHere, 0 denotes false, 1
denotes true, and the real numbers between 0 and 1 may denote a degree
or probability of truth. Another lattice is [0,1k [0,1], where{u1, o)
is interpreted to mean: degree of beljef, degree of disbelieft,, and
[, m2] < [p1, p2l if w1 < p1anduy < p,. Here, [1,1] is the truth value
of an absolutely inconsistent belief. A literAlannotated by a truth value
W € T is written asL : u. The annotated literalgo, ..., L, form the
annotated clause

L()(—Ll,...,Ln.

An annotated logic progranfALP) is a finite set of annotated clauses.
The semantics of ALPs is defined by interpretations. In classical logic
an interpretation assigns to each atom (of the Herbrand base) the value
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true or false for ALP, each atom is assigned an elementjafThe <
ordering ong~ extends to an ordering on interpretations in a natural way.
An interpretation/ is said to satisfy the annotated atem w if 1(A) > u;
similarly, I is said to satisfy the annotated literald : w if 1(A) > —pu.

An interpretation is extended to the connectives and quantifiers and the
concept of model are defined in the usual way. It turns out that if annotated
literals—A : u are changed to annotated atoms —pu, the status of an
interpretation as a model does not change. Hence we can assume that ALPs
contain only annotated atoms.

Many concepts of logic programming (and knowledge bases) can be
extended to ALPs. In particular, every ALP has a least model which can be
taken as the intended model. This model can also be obtained by fixpoint
semantics. Additionally, the usual procedural semantics, SLD-resolution,
can be extended to ALPs to answer queries.

While the original work on paraconsistent logic programs only looked
at a syntactic fragment of the logic, two important efforts extended this to
a full first order logic. First, da Costa, Subrahmanian and Vago (1991) ex-
tended annotated frameworks and provided a rich model theory and proof
theory for them. Later, Abe, da Costa and Subrahmanian (1991) extended
the framework further to describe annotated set theory as well. Kifer and
Lozinskii (1989) extended the framework to include alternative forms of
negation in a pioneering paper. In recent years, the idea of incorporating
multiple modes of negation into a logic program has led to a host of work
on paraconsistent logics neatly summed up in Damasio and Pereira (1998).

3.2. The Over-Determined Semantics

The lattice FOUR is an important intuitively simple lattice for use in
annotated logic programs. In fact, it can be studied without using the ma-
chinery of annotations simply by using the valuesnd L implicitly. So,

in this case, the interpretatiahof a relationR, I(R), is represented as a
pair R = (R™, R™), whereR™ is the set of tuples true iR andR~ is the

set of tuples false irR. Then, for an n-ary relatio®, the set of tuples of

D" can be divided into 4 types:

1. Ry = R N R: these are the tuples with truth valtie
2. R, = R™ — R : these are the tuples with truth valte
3. R3 = R~ — R*: these are the tuples with truth valfie
4. R4 = D" — R™ — R : these are the tuples with truth valiie

A relation isinconsistentf R; # @. As studied in Bagai and Sunderra-
man (1995) the usual algebraic operators on relations can be generalized to
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such interpretations. Computing answers to queries can then be performed
by writing the queries as relational algebra programs.

A much more elaborate approach is given in Wagner (1993) where two
types of negation are used: explicit negation and implicit negation. The
tuples inR~ are explicitly negated foR: they are known to be false. The
tuples inD" — R™ are implicitly negated foR: they are not known to be
true. These concepts lead to four different notions of model. The concept
of liberal model corresponds to the models with truth valueF®UR.

The others are increasingly restrictive and catteetlulous conservative
andskeptical

There are some disadvantages in reasoning with the semantics of
FOUR. One problem is that the Law of Excluded Middle does not hold.
This is due to the existence of incomplete relations where some tuples
may have the truth valué for a relation. If we wish to use this law in our
reasoning, then this semantics is not appropriate.

A way to get around this problem is to omit and use instead of
the lattice FOUR its 3-valued upper semilattice. This allows for incon-
sistency but not incompleteness; so for example, the Law of Excluded
Middle holds. This semantics was introduced in Grant (1978) and further
studied in Grant and Subrahmanian (1995a). Treating it as a knowledge
base, the difference in the causal form from Datalog programs is that any
of the A1, By, ..., B, may be either an atomic formula or the negation
of an atomic formula. In arOD-interpretation I, for every n-ary rela-
tion R and n-tuple{as, ..., a,), eitherl o R(ay,...,a,) Ofr I o
=R(ay, ..., a,), or both.

An interpretation over the literals is expanded over all formulas by
using the standard rules for connectives and quantifiers. In particular,
I Eog F < G ifeitherl o4 F Or I [eoq G. SOme important laws
of logic continue to hold in the OD-semantics.

Let A, B, C be metavariables ranging over ground atoms. Then the
following axiom schemes are valid in the OD-semantics:

1. (Law of Excluded MiddleA v — A.
2. (A v B) < (A <~ —B).
3. (Reasoning with Case8) < (A <~ B) & (A < C) & (B v Q)).

4. (Resistance to Inconsistency) It is not the case tha& A) =qq4 B.

Grant and Subrahmanian (1995a) also provide a computation procedure
similar to theT,, operator of fixpoint semantics.
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4. REASONING WITH MAXIMAL CONSISTENT SUBSETS

Suppose we are given an inconsistent knowledge base, most of which is
reliable information, and we would like to use standard logic for reasoning.
We can take for the meaning of the knowledge base the set of its maximal
consistent subsets and reason in the usual way with those subsets. First
we explain the optimistic and cautious semantics. Then we show how the
concept of maximal consistent subsets can be applied to combine multiple
knowledge bases which contain integrity constraints.

4.1. Optimistic and Cautious Semantics

The optimistic and cautious semantics are explored in detail in Grant
and Subrahmanian (1995b). L& be a knowledge base that may be
inconsistent and" a formula of L. We define

1. P 5 F iff there is some maximal consistent sub®tC P such that
P EF.
2. Py Fiff P’ = F for every maximal consistent subsetC P.
The semantics usirtgs is called theoptimisticsemantics. According to
this semantics, a statement that is truamy maximal consistent subset is
taken to be true. The optimistic semantics has some interesting properties.
For example,

if P35 F1&F», thenP 5 F1andP 5 F>.

This is so because for any maximal consistent suBsstich thatP’ = F;

& F,, we must haveP’ = F; and P’ = F,. However, the converse is not
true: it may be thatP 5 F and P 3 —F, becauseF’ and—F are true

in different maximal consistent subsets, but no maximal consistent subset
can haver’ & —F true.

The semantics usingy is called thecautioussemantics. According to
this semantics a statement is taken to be true only if it is tradl imaximal
consistent subsets. With the cautious semantics wget F, & F, iff
Py Fpand P Fy F,. Also, with the cautious semantics , there cannot be
a formulaF such thatP +y F andP y —F. In general,P -y F implies
P 3 F and if P is consistent, the concepts, 3, andy coincide. A
fixpoint operator is defined for optimistic semantics and a Kripke style
semantics using the modal operatdgrs(possible) andd (necessary) is
developed for both the optimistic and cautious semantics.
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4.2. Knowledge Bases with Integrity Constraints

Up to this point we have dealt only with the facts and rules of the know-
ledge base. Now we consider integrity constraints. When knowledge bases
are combined, it is possible that the union of the facts and rules is consist-
ent, yet the resulting knowledge base is inconsistent because of integrity
constraints. We review here some of the results of Baral et al. (1991,
1992) where this problem is investigated by the use of maximal consistent
subsets.

We start by introducing some terminology. We assume that all the
clauses of the knowledge ba&eare ground, i.e., have no variables and
that P is stratified. For clauses with variables we just make all possible
substitutions by constants to obtain all ground clauses. The semantics of
a knowledge base is given by its minimal models. In the definition of the
perfect model semantica relation< is defined between the atoms Bf
as follows:

1. C < Bifthereis a clause i® with =B in the body and’ in the head.

2. C < Bifthere is a clause i with B in the body and_ in the head.

3. C < BandB < C ifthere is a clause irP with both B andC in the
head.

Transitivity is then used to extend to a partial order.

For minimal modelsM and N we say thatV is preferableto M if
VA € N — M3AB € M — N such thatA < B. The intuition here is that
for the clauseC < —B we prefer the minimal model’ to the minimal
model B. Using this concept we define the set of preferred minimal mod-
els, PER(P) by eliminating those minimal models that have a preferred
counterpart. We tak® E R(P) for the semantics oP.

We say that a knowledge bage is consistentwith a set of integ-
rity constraints/C if IC is true in every model ofP ER(P). We also
define a partial ordex between knowledge baseB; < P; if VM ¢
PER(P;)AN € PER(P;j) suchthatM € N. Among asetPy, ..., P, P;
is calledmaximaif there is noP; with i # j, such thatP, < P;. Also,

P is calledcorrectwith respect toPy, ..., P, if P < P, U...UP,. The
goal is to combine a set of knowledge badgs..., P, to P in such a
way thatP is maximal among all consistent and correct combinations of
Pi, ..., P,. In Baral et al. (1991) algorithms are given that yield such a
maximal combination for various cases of stratified logic programs.

The case considered in Baral et al. (1992) allows negated atoms in
the head of a clause. In such a case, even without considering integrity
constraints, the union of a set of consistent knowledge bases need not be
consistent; for instance, one may contdirk— and the other-A <. As
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explained in the previous subsection, we reason by using maximal consist-
ent subsets of the union of knowledge bases. But then the question is how
to choose the maximal consistent subsets. We give integrity constraints
preferential treatment by insisting the€ must be included in every max-
imal consistent subset. One way to accomplish this result is to take all
the consistent subsets & U ... U P, U IC that contain/C. Another
possibility is to take the maximal consistent subsets of the union without
IC and then applyl C to each such set and take the maximal consistent
sets for the result. It turns out that these two approaches vyield the same
result. A third approach takes the maximal consistent subsets of the union
as in the second case withduf and eliminates any such set not consistent
with 7C. This approach yields a different result.

5. EXTENDING THE LOGIC

5.1. Modal Logic

We already mentioned that in Grant and Subrahmanian (1995b) a modal
logic is used to describe the optimistic and cautious semantics. A more
elaborate approach to the use of modal logic for answering queries in an
inconsistent knowledge base is presented in Cholvy (1998). In that modal
system, called?’, the axioms abouts are:

O—-F — —OF andOF A O(F — G) — 0OG.
< is defined as-0O0—.

The inference rules are Modus Ponens and Necessitatidn=+ OA.
The two modalities used for answering queriesfendD as follows:

SF =0OF andDF = OF A —0OF.

4 F isinterpreted to mean that's truth is sure; D F is interpreted to mean
that F’s truth is doubtful.

As far as the knowledge badéB is concerned, the approach here is
to find all minimal inconsistent subsets &fB, I, ..., I,, and then let
C = KB—|J/_, I;. The formulas in C are not in any minimal inconsistent
subset, hence they are taken tosiee The formulas in the maximal con-
sistent subsets ¢f), ;. are taken to beoubtful The answers to a query
are divided into 2 groups: the sure answers and the doubtful answers. We
also get 2 groups for the tuples that are not answers: the tuples that are
surely not answers, and all other tuples.
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5.2. Priorities

In Section 4.2 we considered the problem of inconsistency that arises when
consistent knowledge bases with integrity constraints are combined. Such
a combination can be achieved by using maximal consistent subsets. The
approach presented there treats all formulas and atoms of the knowledge
base on an equal basis. However, in many applications there may be a
preference of some formulas or atoms over others that should be taken into
consideration. A formal treatment of combining databases with preference
appeared recently in Pradhan et al. (1995). We do not discuss here another
method, presented in Naqvi and Rossi (1990) where earlier information is
superceded by later information and a procedural semantics is used.

In this work each database consists of a set of propositional atoms and
a set of integrity constraints. Ld4, ..., D, be the databases and IC the
integrity constraints. Aoriority > is defined between an atomand a set
of atomsY = B4, ..., B,, asA > Y, meaning that the statementis
preferred over the set of statemelfitsThen, if X = A1,...,A,, X > 7Y
stands forA; > Y, ..., A, > Y.The priority relation is assumed to be
irreflexive but not necessarily transitive.

For the integrity constrainkC; :<— A4, ..., Ay, we define Obj(C;) =
{A1, ..., Ay}. Clearly, a databas® satisfiesIC if Obj(IC) € D. For
a set of databaseBq, ..., D, and integrity constraintgC, anoptionis
a maximal subset ob; U ... U D, that satisfies every element &6€.
An option D contains am-blockif there isX € D andIC; € IC such
that ObjIC;) = A U X, i.e., the addition ofdA causes the violation of an
integrity constraint. Then a datababds said tosatisfy the priorityA > Y
if eitherA € DorY N D =@ or D — Y contains an A-block. We writ®
for the set of options with respect to a given set of databases and integrity
constraints.

Consider now the case where an optibne O does not satisfy the
priority A > Y. There are four ways in whict can be modified to reflect
the priority. First, theoption eliminationsemantics remove® from O.
Second, theoption orderingsemantics imposes a ranking on members
of O that givesD a lower status. It turns out that the formal definitions
of these two semantics yield equivalent results. The third methyoiitn
transformationtransformsD to satisfy the priority. For a set of acyclic
priorities all three semantics can be shown to be equivalent. The fourth
semantics,option amplification adds an atom to satisfy an unsatisfied
priority. This semantics is different from the other three.
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5.3. Introspection

The approach of You et al. (1995) uses inconsistency as a meta-level
concept. Two introspective operators are added to the langGaged

C,. For a formulaA, CA means thatd is contradictory because both
and—A are derivable. The meaning @f,A is that A is derivable from
inconsistent premises. These operators can then be used to construct addi-
tional formulas. A model theoretic semantics is developed, and it is shown
that every positive non-disjunctive program has a unique para-model. The
intuitiveness of the definitions and their applications are shown by various
examples where this approach gives more informative information than
other approaches.

6. SUMMARY

We surveyed applications of paraconsistency in data and knowledge bases.
We considered work done in extending the set of truth values, using max-
imal consistent subsets of an inconsistent knowledge base, and extending
first-order logic with additional operators. The proper handling of para-
consistency remains an important issue in working with large or combined
data and knowledge bases (Subrahmanian 1994).
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